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	Hashemite University

College of Engineering

Department of Computer Engineering

Parallel Computing (3 Credit Hours/Dept. Elective )


	

	Instructor
	
	Grading info
	
	Class Info

	Dr. Dheya Mustafa
	
	
	Homework  
	30%
	
	Days 
	Sun-Tue-Thur

	Email:

	dheya@hu.edu.jo
	
	Project
	20%
	
	Time
	11:00

	Office:   
	E-3048
	
	Final 
	40%
	
	Location 
	E2008

	Office hours:
	(10:00 – 11:00 ) Sun, Wed, 
	
	participation
	10
	
	
	

	Course

	Course Number:
	110408582

	Prerequisite:
	Computer Organization (110408340)

	Textbook:  
	Introduction to parallel Computing: Second Edition, Ananth Grama, Vipin Kumar, Anshul Gupta, George Karypis, Addison-Wesley, 2003.

	Course Description:
	In a parallel computation, multiple processors work together to solve a given problem. The largest parallel machine has over a hundred thousand processors, and it is believed that machines with over ten thousand processors will be commonly available by the end of the decade. therefore, It is essential to learn to use parallel machines effectively.

While parallel machines provide enormous raw computational power, it is often not easy to make effective use of all this power. Communication between processors is quite expensive, compared with the CPU speed. So we need to pay attention to minimizing the amount of communication; otherwise much of the time will be spent on inter-processor communication, rather than on useful work. in a computation, the work load on different processors may differ. In order to make effective use of the parallel machine, we want to keep the work load balanced on all processors. sequential parts of the computation can reduce the effectiveness of parallelization substantially. This course will describe different techniques used to solve the above problems, in order to develop efficient parallel algorithms for a variety of problems. We will also pay much attention to practical aspects of implementing parallel code that actually yields good performance on real parallel machines

	Specific Outcomes of Instruction (Course Learning Outcomes)
	1. Define terminology commonly used in parallel computing, such as efficiency and speedup.  (c, e)

2. Describe different parallel architectures, inter-connect networks, programming models, and algorithms for common operations such as matrix-vector multiplication.(c, 
3. Given a problem, develop an efficient parallel algorithm to solve it.
4. Given a parallel algorithm, analyze its time complexity as a function of the problem size and number of processors. (c, e)
5. Given a parallel algorithm, an input to it, and the number of processors, show the steps performed by that algorithm on that input.

6. Given a parallel algorithm, implement it using MPI, OpenMP, pthreads, or a combination of MPI and OpenMP.

7. Given a parallel code, analyze its performance, determine computational bottlenecks, and optimize the performance of the code.

8. Given a parallel code, debug it and fix the errors.

9. Given a problem, implement an efficient and correct code to solve it, analyze its performance, and give convincing written and oral presentations explaining your achievements.

	Important material
	· Lecture notes

· References

· Internet resources

	References:

	· Computer Organization and Design: The Hardware-Software Interface, Third Edition, David Patterson and John Hennessy, 2007.

· Parallel Programming in C with MPI and OpenMP by M.J. Quinn, McGraw-Hill Science/Engineering/Math, 1 st edition, 2003, ISBN: 0072822562
· MPI: www-unix.mcs.anl.gov/mpi/
· OpenMP: www.openmp.org/


	Major Topics Covered and Schedule in Weeks:

	Topic
	# Weeks
	# Contact hours*

	 introduction 
	1
	3

	Parallel Architecture
	2
	6

	Parallel algorithm design
	2
	6

	Shared memory programming
	2
	6

	Message passing programming
	2
	6

	Combining MPI and OpenMP 
	1
	3

	Performance analysis
	1
	3

	Matrix-vector multiplication
	1
	3

	Sorting
	1
	3

	Search
	1
	3

	Load balancing
	1
	3

	Total
	15
	45

	Student Outcomes (SO) Addressed by the Course:

	#
	Outcome Description
	Contribution

	General Engineering Student Outcomes

	(a)
	An ability to apply knowledge of mathematics, science, and engineering
	

	(b)
	An ability to design and conduct experiments, as well as to analyze and interpret data
	

	(c)
	An ability to design a system, component, or process to meet desired needs within realistic constraints such as economic, environmental, social, political, ethical, health and safety, manufacturability, and sustainability
	H

	(d)
	An ability to function on multidisciplinary teams
	

	(e)
	An ability to identify, formulate, and solve engineering problems
	H

	(f)
	An understanding of professional and ethical responsibility
	

	(g)
	An ability to communicate effectively
	

	(h)
	The broad education necessary to understand the impact of engineering solutions in a global, economic, environmental, and societal context
	

	(i)
	a recognition of the need for, and an ability to engage in life-long learning
	

	(j)
	A knowledge of contemporary issues
	M

	(k)
	An ability to use the techniques, skills, and modern engineering tools necessary for engineering practice
	

	
H=High, M= Medium, L=Lo


